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1 INTRODUCTION

Australia is unique among English-speaking countries in that, since 1975, it has persisted with different forms of incomes policy under the auspices of the Arbitration Commission, despite the general push in these countries towards more flexible wage-fixing arrangements. Yet, economists have claimed that such incomes policies have been ineffective in the long run in Canada, Britain and the U.S.A. (see Christoffides and Wilton, 1985, p. 51, for relevant references).

In Australia, the period 1968(3)—1988(3) is a fertile era for empirical enquiry into the effects of incomes policy on wage outcomes because there were four broadly distinct regimes of wage fixation, namely: de-centralized bargaining (1968(3)—1975(1), 1981(2)—1982(4)), full/plateau/partial indexation (1975(2)—1981(2)), a wages pause (1983(1)—1983(2)) and the Accord Phase 1 (1983(4)—1987(1)), and the Accord Phase 2 (1987(2)—1988(3)). In short, a de facto incomes policy has operated in Australia since 1975(2) except for a brief return to collective bargaining in the early 1980s. Table 1 outlines the main phases of wage-setting principles since 1975.
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The modulation of wage inflation during the lifetime of the controls tends to be offset by catch-up once the controls are removed.

The 1975(2)—1981(2) phase can be divided into four sub-periods corresponding to variations in the guidelines used. The unifying aspect of the incomes policy in this period through was the fact that the Arbitration Commission was concerned with the degree of money wage indexation as long as substantial compliance to the wage guidelines was observed by all parties. The wages pause outlawed any increase of money wages. Under the Accord, both money wage adjustments (via indexation) and real wage movements (by a formal productivity award) were to be decided upon through formal National Wage Case (NWC) hearings under the direct jurisdiction of the Arbitration Commission.

Recent Australian studies of wage inflation reveal that the (Lipsey—Parkin) Phillips curve specification is subject to instability (e.g., Gregory, 1986, and Dawkins and Wooden, 1985). An international study by Coe and Gagliardi (1985) and Mitchell’s Australian work (1987) provide evidence of hysteresis of the unemployment rate. Under hysteresis the steady-state unemployment rate is cyclically sensitive. Consequently, the unemployment rate does not impinge directly on wage inflation, as in the constant natural rate scenario. Rather the difference between the current rate of unemployment and the steady-state rate of unemployment assumes importance where the latter is defined as a function of lagged values of the unemployment rate. Mitchell (1987) finds evidence of a stable aggregate wage inflation equation for Australia which is based on a specification incorporating real wage resistance, an aggregate hysteresis term and the effects of incomes policy in the form of award adjustment.

The impact on aggregate wage inflation of the most recent phase of incomes policy, namely the Accord, does not appear to have been subjected to detailed study and, in addition, a more thorough investigation of the resistance and hysteresis effects is warranted. Accordingly, in this article we attempt to establish whether, over the period 1968(3)—1988(3), the different phases of wage guidelines can be statistically identified.

In addition, we test competing hypotheses about the impact of real wage variables and different forms of labour market pressure variables within a general specification of the wage inflation process. We use the general least square method (Hendry, 1980), beginning with an over-parameterized model with liberal lags on all variables (excluding the dummy variables). The testing-down procedure continually simplifies until a satisfactory parsimonious representation of the data generating process (DGP) is achieved.

Apart from satisfying statistical criteria (Hendry, 1980), the model must be theoretically consistent, which usually refers to the compatibility between the short- and long-run properties of the estimated model. We generalize this to embrace the requirement that the preferred equation must yield a meaningful theoretical interpretation. The cointegration literature is relevant
here. While Box–Jenkins models overcome the spurious regression problem outlined by Granger and Newbold (1977), the specification in differenced form cannot capture possible long-run relations between levels. Error Correction Models (ECMs) which included both level and differenced variables in the general form were designed to overcome the problem of spurious regression yet model the long-run properties. Cointegration solves the problem of estimating ECMs if the level terms are not stationary. If the residuals are non-stationary, all conventional significance tests are invalid.

A two-step approach (Engle and Granger, 1987) to ECM estimation allegedly overcomes this problem with conventional ECM modelling. The long-run surface is first estimated and, if cointegration is established, the lagged residuals of this first stage can be used in the dynamic estimation as representative of the disequilibrium in the system. This technique ensures that the residuals in the second stage are stationary. Unfortunately, the power of the cointegration and related unit root tests is low and the two-step procedure is still ad hoc. Although the theoretical properties of cointegrated sets are important to dynamic modelling, in practical terms the results we get from conventional ECM modelling are superior to the two-step approach at this stage.

In Section II, the relevant literature is summarized. The model is outlined in the following section. Section IV presents the results of our dynamic model (conventionally estimated), while Section V introduces the concept of cointegration and the use of a two-step error-correction estimation due to Engle and Granger (1987). Conclusions are drawn in Section VI.

II previous studies

A number of studies have explored the impact of incomes policies on earnings inflation in Australia (see Newton and Kalisch, 1983, for a recent survey of Australian studies of wage inflation in general), Phipps (1981), Gregory and Smith (1985), Gregory (1986), and Zaidi (1986) have all recently examined the impact of incomes policies on wage outcomes in Australia. Their results broadly point to some degree of earnings moderation during the operation of the wage-setting guidelines between 1973 and the early 1980s, although their findings are not uniform. In general, they demonstrate a failure to use any systematic econometric methodology with respect to model selection, being content to draw conclusions based on models with poor diagnostics without evidence of any extensive econometric testing.

The policy-off simulation method is used by Phipps (1981); Gregory (1986); and Zaidi (1986). Phipps (1981) models average weekly earnings inflation over the non-indexation period 1961(3)–1975(1). His reported Durbin–Watson statistic is very low, which must cast doubt on his estimates. The simulations of the equation over the non-indexation phase 1975(2)–1980(2), assuming strict exogeneity of all right-hand side variables, indicate that the estimated wage equation, representing the free market, yielded a higher aggregate outcome between 1975(2) and 1977(2) but a lower rate of wage increase during the period of high unemployment—1977(3)–1980(2).

Gregory (1986) extends Phipps’s sample to include the post-1981 interregnum of collective bargaining. His average weekly earnings equation based on a standard Phillips curve (the unemployment rate being the excess demand proxy) is out-performed by a specification which uses overtime as the labour market pressure variable. The rationale is that a firm-level utilization variable is more relevant to wage inflation than an aggregate labour market measure due to employer–employee attachments and the notion that implicit contracts deliver real wage increases, independently of the state of the external labour market (p. 64). His simulations of the policy-off estimates reveal that indexation sustained a higher rate of wage rise over the first two years than otherwise, whereas, subsequently, wage outcomes were lower than predicted by a policy-off equation.

While each of these studies has some econometric difficulties which cast doubt on the robustness of their estimates, the main problem relates to the method employed to examine the effects of incomes policies on wage inflation. The validity of the policy-on, policy-off approach depends on the assumption that the behaviour of the relationship in the policy-off period is invariant to the incomes policy. Usually, no formal procedure is employed to test for the exogeneity of the regressors. Further, estimation of a policy-off sample with observations from the pre- and post-incomes policy period is also problematic (see Gregory, 1986, and Henry and Ormerod, 1978, p. 33) because incomes policies are alleged to generate pent-up real wage aspirations which are hastily realized in catch-ups once the policy is relaxed. In this case, the total policy-off sample will not reflect consistent behaviour. No tests are usually employed to detect this effect.

Zaidi (1986), presumably influenced by the work of Hagens and Russell (1985), examines the “intercept-shift hypothesis” and the “rotational approach”, in addition to estimating and simulating a policy-off equation. He thus estimates, separately, three specifications: (a) a policy-off equation; (b) an equation with level dummies covering the various policy-on periods; and (c) an equation with interactive dummy variables to test the rotation hypothesis. Zaidi’s intercept and rotation regressions do not prove successful. He concludes, after simulating the policy-off equation over the policy-on era, that the labour market variables consistently emerge as the restraining influence on wage inflation. The estimated Phillips curve equation has very limited explanatory power and poor diagnostic performance, so any conclusions drawn from it are unjustified.

A more correct and general approach is to estimate a full-sample equation (ignoring the arbitrary policy-off, policy-on dichotomy for reasons already mentioned) which nests the shift and rotation hypotheses and tests
down to a more specific form. The IP impacts are subsequently determined by the coefficient sign and magnitude on the relevant and significant variables.

The approach adopted in this article is an advance on the previous Australian work in three ways: (a) in the light of the previous discussion, a more valid econometric approach is used, in that we test down from a general specification of behaviour over the whole period; (b) we test whether the type of incomes policy is important by including variables for all the separate guidelines— including the indexation era of the Accord (Phase 1) and two quarters of the two-tier system (Phase 2); and (c) we examine the period (1981–1983) which is nested between periods of explicit incomes policy to test whether any catch-up effects can be identified.

III THE MODEL

The hypotheses which our model nests in the general specification include inertia of money wage growth; real wage resistance; a cyclically sensitive steady-state unemployment rate (the hysteresis effect); which generates a long-run inflation-unemployment trade-off (with homogeneity as a special case); terms the alternative excess demand theory (the Phillips curve) and the impact of the different incomes policy guidelines. The institutional features of the model are explained in Mitchell (1987) and Sargan (1964, 1980). All the equations in this article are in log-linear form and were estimated using ordinary least squares.

The general form of our wage equation is as follows:

\[ \Delta_{t} AWE = \alpha_{0} + \alpha_{1}(L)\Delta_{t-1} AWE + \alpha_{2}(L)\Delta_{t-1} CPI + \alpha_{3}(L)RW(-4) + \beta_{1}1P + \sum_{i=1}^{7} \beta_{i}IP_{i} \]

(1)

where \( \alpha_{1}(L), \alpha_{2}(L) \) are fourth-order polynomials and \( \alpha_{3}(L) \) are fourth-order polynomials. The fourth lag on the dependent variable was selected to avoid problems with the weak wage term. \( \Delta_{t} AWE \) denotes the four-quarter change of the log of average weekly earnings. \( \Delta_{t} CPI \) is the change of the log of the consumer price index, \( Z \) is the log of the variable measuring excess demand or bargaining power in the labour market (hereafter termed pressure variable). \( RW \) is the level of real average weekly earnings, and \( IP \) is a matrix of dummy variables with each column designed to account for a separate phase of centralised wage setting guidelines (0 = policy-off, 1 = policy-on) identified in Table 1. The IP variables also enter the model interactively to test for slope sensitivity. A dummy variable \( TD1 \) (unity in 1974(3) and zero otherwise) is also included which is designed to capture the abnormal wage developments in that quarter identified by Gregory (1986). All the variables in the estimations are explained in detail in the Data Appendix.

The Dependent Variable—Average Weekly Earnings

To focus on unit labour costs and hence the price level, it would be natural to use the growth in earnings per hour as the dependent variable. This would also avoid the problem noted by Gregory (1986, n. 73) of spurious correlation between average weekly earnings and labour utilization rates within the firm. Typical studies of wage inflation, however, focus on the growth of average weekly earnings (see Newton and Kallisch, 1983; Gregory and Smith, 1985).

This may follow from the possible difficulties encountered when earnings per hour is used. The dependent variable becomes a ratio of two variables, each of which may be positively correlated with excess demand pressures. Consequently, the sign of the pressure variable in an hourly earnings equation is ambiguous.

While the issue of the homogeneity of earnings with respect to hours worked is interesting in its own right (because it allows insights into the relative price and quantity adjustments that firms might employ as the business cycle evolves), the possible direct and indirect influences of variations in activity on inflation need to be more explicitly estimated. Accordingly, we begin with average weekly earnings as the dependent variable and then use average weekly hours in an added variable test to study the relative strengths of price and quantity adjustments.

Four-quarter log changes are preferred a priori on the grounds that this more adequately captures the successive wage and price adjustment patterns of the Australian wage-setting system. The claim that four-quarter changes introduce autocorrelation (see Kirby, 1981; Zaidi, 1986) is an econometric issue and should not necessarily guide, a priori, the appropriate specification. At the outset, the model should attempt to capture the flavour of the data generating process rather than accepting statistical expediency.

Hypotheses Nested in the General Specification

a) Inertia of Money Wage Growth. Five lags of the dependent variable are employed in the general specification to capture the notion of inertia of the
money wage bargaining process. Inertia in the growth of money wages is the dynamic outcome of comparison effects or, in Australian terminology, comparative wage justice.

b) Real Wage Resistance. Wage outcomes reflect the interaction of a host of contingent actions by individuals given the limited information about the uncertain future. These plans and their behavioural manifestations are, in turn, channelled into outcomes through the interplay of a range of institutional forces, like the Arbitration Commission and associated Tribunals, Trade Unions, Employer Groups and the Government. The plans involve the formation of expectations of future events and adaptive adjustments when these expectations are found wanting.

The econometric model should test for the equilibrium relations between the variables, in addition to capturing the tension of the dynamic adjustment induced by disequilibrium within the system. This implies that an appropriate specification should incorporate the possibility of error correction behaviour (see Hendry, 1980, pp. 232–233, and Wadhwa, 1985, p. 198). In Section V, the alternative cointegration approach to this problem is briefly explored.

Bargaining over nominal wages may be influenced by a concern to achieve some target real disposable earnings. Following Sargent (1980); Henry and Ormerod (1978); and Wadhwa (1985), the form of real wage resistance (or error correction) can be examined within the general specification by the imposition of the appropriate restrictions on the lag operator polynomial $z_t(L)$ attached to the real wage terms.

The most general hypothesis is that lagged real earnings affect the current wage outcome. We use the fourth lag of the real earnings variable as our starting observation because our model is based on annual changes (see Wadhwa, 1985, p. 198). This approach avoids the potential problem of collinearity of the regressors given the presence of lagged dependent variables and lagged inflation terms. Such a specification enables the empirical differentiation of nominal inertia and real wage resistance effects.

The simplest form of real wage resistance embraces a constant target rate of real wage growth (see Henry and Ormerod, 1978) but then the trend (constant) term becomes a catch-all term and it does not allow the revision of the target rate of real wage growth (see Wadhwa, 1985). The inclusion of the trend which is a non-stationary variable poses the problems identified in the cointegration literature. A more explicit form of the resistance hypothesis can be represented by the deviation of the fourth lag of the log of the real earnings variable from its endogenous target level which is defined as its lagged four-quarter moving average.

c) Aggregate Labour Market Pressure. Mitchell (1987) and Coe and Gagliardi (1985) both substantiate an hysteresis effect operating in Australia in the post-war period. Following Coe and Gagliardi (1985), the specification of the pressure variable $MUG$ (macroeconomic unemployment gap) as the deviation of the actual unemployment rate log $(U)$ from the steady-state rate $NRU$ is represented by a four-quarter lagged moving average of log $(U)$.

If the restrictions on $z_t(L)$ implied by the construction of the hysteresis variable are confirmed, then the vertical long-run Phillips curve is invalidated. Examining the validity of the restrictions provides a test of the hysteresis effect against an alternative cumulative impact effect. The ratio of vacancies to unemployment $(V/ONU)$ and the vacancies to labour force ratio $(VLR)$ were also tried, one at a time, in the general specification.

d) Capacity Utilization Pressure in Insider Labour Markets. According to the hysteresis hypothesis, rising aggregate unemployment “drives a wedge between the potential and actual labour supply and to some degree insulates the wage demands of the employed from the business cycle” (Mitchell, 1987, p. 104). Hysteresis could operate through capacity utilization and testing involves determining whether the utilization variable enters the simplified specification in level or differenced form.

The rate of labour utilization within individual firms and firms’ expected profitability and access to credit are deemed to be the key to the capacity of employers to maintain money wage growth, rather than the state of the aggregate labour market (see Gregory, 1982, 1986). Further, organized labour is sensitive to utilization rates in that they provide the best guide to employment security (see Mitchell, 1987).

Thus a utilization variable may more adequately capture the bargaining by “insulated” workers. In this work, we utilize a range of within-firm aggregate utilization measures. First, the current and lagged values of the overtime rate $(ROT)$ and average weekly hours $(AWH)$ were tried. A second weekly hours series based on the deviation from its quadratic trend $(AWHLD)$ was also constructed and tried. The national accounts-based utilization variable $GUT$ (deviation from GDP from a linked-peak GDP potential series) proved most satisfactory.

---

5Neoclassical theory (Parkin et al, 1976) models excess demand for labour as a function of the real wage. Thus the movement in nominal wages depends on inflationary expectations and the extent to which the real wage deviates from equilibrium. The latter is considered an additional excess demand measure which helps to explain the poor performance of simple excess demand proxies.

6In his work on U.K. wage inflation, Wadhwa (1982) successfully identifies resistance based on a 12-quarter moving average (target) real wage but the coefficient restrictions implied by the target real wage are not tested. Likewise in our work, a priori restrictions on the RW term consistent with RW (−4) and the four-quarter target variable test down successfully to the real wage resistance specification described in the text.
IV RESULTS

The empirical work covers the period 1968(3)-1988(3). Variables depicted as four-quarter changes in the estimated equation are seasonally unadjusted whereas, for consistency, the real wage variables and the excess demand proxies which appear in level form are seasonally adjusted. The most general specification used is represented in equation (1) with the pressure variables, described above, considered one at a time. All the incomes policies variables in level and interactive form are included, although the latter were not significant and were eliminated.

None of the aggregate pressure variables proved satisfactory. The diagnostic performance of all general equations using the aggregate pressure variables was poor, indicating serious mis-specification, with strong evidence of serial correlation. A simplified model testing the presence of the aggregate hysteresis hypothesis with respect to the unemployment rate accepted the MUG restrictions at the 5 per cent level, although the hysteresis effect was not statistically significant.

Both VOVU and JV R remained statistically significant in a simplified equation which incorporated money wage inertia, real wage resistance and hysteresis. However, in all the above-mentioned cases, the simplified forms are illegitimate due to the presence of serially correlated residuals and functional form mis-specification, which negates the validity of the F-tests used to simplify the general specification.

Having rejected the role of aggregate labour market pressure effects, attention was focused on the specifications using utilization pressure variables. Equations with the hours variables AWH and AWH and overtime ROT were found to be unsatisfactory. The GUT measure generated superior results.

The general equation is reported below as equation (1.1).

\[
\Delta_4 AWE = -0.06 - 0.021P1 - 0.031P2 - 0.021P3 - 0.021P4
\]

(0.38) (1.56) (3.52) (2.67) (2.03)

\[-0.041P5 - 0.031P6 - 0.031P7 + 0.090\Delta_4 AWE(-1)
\]

(3.68) (3.06) (2.70) (7.83)

\[-0.04\Delta_4 AWE(-2) - 0.133\Delta_4 AWE(-3)
\]

(0.30) (0.90)

\[+0.11\Delta_4 AWE(-5) + 0.52\Delta_4 CPI - 0.59\Delta_4 CPI(-1)
\]

(1.10) (3.10) (2.82)

\[+0.45\Delta_4 CPI(-2) - 0.09\Delta_4 CPI(-3) - 0.07\Delta_4 CPI(-4)
\]

(2.04) (0.42) (0.36)

\[+0.59GUT - 0.65GUT(-1) + 0.47GUT(-2)
\]

(3.33) (3.43) (2.40)

\[R^2 = 0.94 \quad \sigma = 0.01 \quad RSS = 0.007 \quad Sample: 1968(3)-1988(3)
\]

(absolute t-values in parentheses).

An examination of equation (1.1) suggests the following simplification:

\[
\Delta_4 AWE = \alpha_0 + \alpha_1 \Delta_4 AWE(-1) + \alpha_2 \Delta_4 CPI(-2) + \gamma_2 \Delta_4 CPI
\]

\[+ \gamma_3 \Delta_4 R(4) + \gamma_4 \Delta_4 GUT + \sum_{i=1}^{T} \beta_i P_i
\]

(2)

with the following restrictions being imposed:

\[\alpha_0 = -\alpha_1 = \gamma_2
\]

\[\alpha_3 = -\alpha_4 = \gamma_4
\]

Equation (1.2) reports the results for the restricted version of (1.1).

\[
\Delta_4 AWE = +0.01 - 0.021P1 - 0.021P2 - 0.021P3 - 0.001P4
\]

(2.84) (2.98) (3.67) (2.70) (2.14)

\[-0.051P5 - 0.021P6 - 0.021P7 + 0.840\Delta_4 AWE(-1)
\]

(5.11) (4.42) (3.56) (15.82)

\[+0.63\Delta_4 CPI + 0.21\Delta_4 CPI(-2) + 0.43\Delta_4 GUT
\]

(4.79) (2.72) (3.04)

\[-0.66\Delta_4 R(-4) + 0.07TD1
\]

(6.96) (5.19)

\[R^2 = 0.94 \quad \sigma = 0.01 \quad RSS = 0.010 \quad Sample: 1968(3)-1988(3)
\]

(absolute t-values in parentheses).

\[z_i(1) = 2.78 \quad z_i(4) = 8.86 \quad z_i(4) = 0.06 \quad z_i(1) = 0.77
\]

\[z_i(1) \text{ is a Lagrange multiplier test of first-order serial correlation; } z_i(4) \text{ is a Lagrange multiplier test for fourth-order serial correlation; } z_i(1) \text{ is the Ramsey RESET test statistic based on the square of the fitted values; and } z_i(1) \text{ is a Lagrange multiplier test statistic derived from a regression of squared residuals on squared fitted values. The DataUT econometric modelling program was used throughout.}
\]
The restrictions are strongly accepted by the data ($F[15, 52] = 1.41$), and thus, (1.2) is a more than reasonable simplification of the general form (1.1). The expected signs on the regressors are validated and the magnitudes of the coefficients appear plausible.

Diagnostics: the restricted equation performs very well, exhibiting no problems of functional form misspecification, or heteroscedasticity. The LM test for fourth-order serial correlation is marginal (at the 5 per cent level, although the modified $F[4, 63] = 2.18$, clearly rejects the null (at the 5 per cent level). No residual exceeds in absolute value twice the standard error, and Dickey–Fuller and Augmented Dickey–Fuller tests reject the unit root hypothesis, suggesting that the residuals are stationary.

Graphical analysis based on recursive residuals was conducted (CUSUM and CUSUMSQ) with no evidence of instability found. The LM test for uniform error variance ($\chi^2[1] = 0.77$), and ARCH tests for various lags were satisfactory. As such, it is valid to use Chow tests to explore the null of within-sample parameter constancy. Two split sample tests were conducted (coinciding with relatively large residuals), the first split at 1974(2) which yielded a $F[6, 69] = 1.28$, while the second at 1983(2) generated an $F[6, 69] = 1.39$. It is reasonable to conclude that (1.2) exhibits no evidence of within-sample instability.

The sample was shortened by 5 observations (to avoid singularity problems due to $I(7)$). Chow's F-test statistic for predictive failure was $F[5, 62] = 0.22$. This was a good result. Using the same shortened sample, dynamic post-sample stability tests were performed as a final, but nonetheless important check against misspecification. Dynamic forecasts were generated to 1984(9). No significant forecast errors were detected, and the Root Mean-Squared Forecast Error (0.0231) was low compared to the mean of the dependent variable (0.103). Other measures of forecast adequacy were similarly satisfactory, which indicates that the findings of within-sample stability of (1.2) are matched by its ability to provide adequate predictions beyond the estimation period.

Equation (1.2) provides valuable information about wage inflation. Considerable inertia in real and money wage movements characterizes wage setting. Further, the equation is homogeneous with respect to prices and lagged wages, with past inflation rates affecting the current growth in wages slowly, reflecting the institutional lags introduced by the lengthy and retrospective NWC machinery. There is evidence that the recent (one-quarter) change in the inflation rate ($CPI$) has a positive impact on money wage inflation.

While the aggregate (labour market) hysteresis hypothesis does not receive statistical support (at the 5 per cent level), equation (1.2) confirms that the hysteresis effects based on capacity utilization are strongly defined.

The incomes policy variables are all significant and reveal that the different phases of wage guidelines exerted moderating but unequal influences on wages growth. The statistical identification of the differential effects confirms the usefulness of this specification.

In choosing $AWE$ as the dependent variable it was acknowledged that a more appropriate measure of unit labour cost would be average hourly earnings ($AHE$) which is the ratio of $AWE$ to average hours worked per week $AWH$. Its use raises the possibility, however, that variation in the pressure variable might influence $AHE$, not directly through moderating wage demands but indirectly due to the inertia of $AWE$ in response to quantity adjustment by firms (that is, variation in hours worked). Accordingly, we examined an added variable test on the annual change in average weekly hours $\Delta_{4}AWH$. The insignificant t-statistic confirms the relative insensitivity of $AWE$ to hours worked and hence confirms the predominance of quantity adjustments over price adjustments (see Okun, 1981). The negative coefficient on the real wage term $\Delta_{1}RW(-4)$ indicates that workers are content to moderate wage demands if they have had recent real wage gains, whereas they push for higher wages growth if real wage cuts have occurred.

In summary, the wage setting is dominated by inertia, institutional resistance and hysteresis, with incomes policies acting as a restraining force. The aggregate labour market is not a significant influence on money wages.

**Homogeneity of $AWE$ with respect to Wages and Prices**

Equation (1.3) is the tested-down version of (1.1) in real terms, so that the dependent and lagged dependent variables are four-quarter log changes of real wages.

$$\Delta_{1}RW = 0.002 + 0.86\Delta_{1}RW(-1) - 0.69\Delta_{1}RW(-4)$$

$$- 0.33\Delta_{1}CPI + 0.39\Delta_{1}GUT - 0.021P1 - 0.021P2$$

$$- 0.021P3 - 0.021P4 - 0.021P5 - 0.021P6 - 0.021P7$$

$$+ 0.07P8$$

$$R^2 = 0.89 \quad \sigma = 0.012$$

(1.3)

*An alternative hypothesis is that the statistical significance of the real wage term is the outcome of mark-up pricing by firms rather than active real wage resistance by workers. Under a constant mark-up, real wages grow at the same rate as labour productivity and income shares are constant, irrespective of the lags path of money wages. The significant variation of the wage share and the negative impact of most areas of incomes policy on the trend rate of real wage growth over the sample period undermines this hypothesis.*
Recent studies, including Coe and Gigliardi (1985) and Grubb et al. (1983), suggest that Australia does not suffer from any significant real wage inflexibility. Our results also suggest that significant real wage flexibility at the macroeconomic level does appear to exist in Australia. However, of importance is the source of this flexibility.

The studies noted above fail to distinguish between the different phases of “incomes policies” and erroneously include given our findings significant (aggregate) excess demand proxies in their specifications. Our results reveal that aggregate labour market demand proxies do not constrain real wage growth whereas the wage-fixing guidelines have had an important impact on the trend rate of real wage growth. In addition, our results suggest that the design of the institutionally-administered guidelines is also influential in restraining real wage growth. The respective magnitudes of the incomes policy variables estimated for the real wage per week equation (1.3) and the associated equilibrium rates of real wage growth, assuming constant steady-state growth rates of money wages and prices for each era, can be readily computed and are shown in Table 2. 4

The second phase of the wage-fixing guidelines produced the greatest deflationary effect on real (and nominal) wage outcomes during the era 1973–1981. Indeed under the third and fourth eras in the early 1980s, equilibrium real wages exhibited positive growth and the fourth era heralded the collapse of the guidelines in 1981.

Despite the pressures which contributed to the re-emergence of collective bargaining, an examination of the residuals of all equations over this period and also an added variable test based on the most statistically significant catch-up variable CUP (= 1, 1982(1); = 0 otherwise) leads to the conclusion

(3)

Of importance, however, is the nature of price adjustment during the transition phase of disequilibrium. To avoid arbitrariness and to identify the most inflationary outcome, the steady-state relationship (3) is imposed as the price adjustment equation.

It can be shown (see Appendix A) that, under homogeneity, substitution of (3) into a general, algebraic version of (1.2) yields a solvable difference equation for \( \Delta_A \), or \( \Delta_A AWE \) for initial conditions which can be specified to incorporate the impact of the increase in \( u \). The steady-state increase in the log of the four-quarter change in \( AWE \), namely \( \Delta_A AWE^* \), can be written as:

(4)
where $c_1, c_2, c_3, c_4$ are the coefficients attached to $\Delta_s AWE(-1)$, $\Delta_s CPI$ and $\Delta_s GUT$ respectively in (1.2). The long-run increase in the four-quarter change in $AWE$ for a 2.5 per cent rise in $GUT$, $\Delta_s AWE^{*}$ lies within the following bounds, given the coefficient values in (1.2).

$$19\% < \Delta_s AWE^{*} < 20\%$$

(5)

It can be shown, using simulation techniques, that lagged price adjustment brings about a smaller long-run increase in $AWE$, as would be expected. Thus, it can be argued that, under hysteresis with respect to capacity utilization, the wage adjustment process does not explode following an increase in capacity utilization.\footnote{A number of shortcomings can be identified with this approach. The endogeneity of price adjustment is inconsistent with the assumption of exogeneity in the estimation procedure. The calculation is based on the restoration of the steady-state growth of real wages, which is inconsistent with the notion of equilibrium as signifying the balance of forces with respect to income distribution. Equilibrium may not be restored after a shock to the system. Relatively, different wage-setting guidelines have been introduced over time to maintain the balance of forces but there is no guarantee that, for example, the two-tier system (1979) will be maintained in the future. In short, the economic system is characterized by uncertainty. Two points can be made: (i) from a policy perspective, the impact of stimulatory policy on wage inflation is of key importance, particularly in the light of the Phillips curve explanation of inflation and (ii) the parameter values from (1.2) reveal that at least 10 per cent of the change in four-quarter $AWE$ growth occurs within the first four quarters, so that the assumption of constant parameter values is not unrealistic.}

By contrast, in conventional wage equations, if the coefficients on the right-hand side sum to unity, the long-run Phillips curve is vertical. Thus a rise in the pressure variable above its natural level causes an ever-increasing rate of inflation. The absence of a significant pressure variable in level form in our preferred specification denies the presence of such a Phillips curve. Indeed, over any particular wage fixation period, real wage growth is independent of the level of activity in the steady state.

V. COINTEGRATION, ERROR CORRECTION AND DYNAMIC MODELLING

Important developments have occurred in dynamic modelling in recent years concerning the existence and estimation of cointegrated vectors and their relation to error correction models (ECMs) (see, for example, Granger, 1981, Hendry et al., 1986; Hall and Henry, 1987; and Engle and Granger, 1987). Related developments have also been made in the area of testing for unit roots (see, for example, Dickey and Fuller, 1979, 1981; Evans and Savin, 1981, 1984; Nelson and Plosser, 1982; Sargan and Bhargava, 1983; and Phillips, 1987).

Mitchell (1989) compares a conventionally estimated ECM in real wages with a dynamic wage model using the two-step cointegration repre-
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sentedation of the ECM. The results that bear on this paper are briefly noted below.

Testing for Unit Roots in Wage Equation Time Series

The properties of the individual time series should be established prior to testing for cointegration. The relevant variables in our model were tested for a unit root, which means that if $x_t = \rho x_{t-1} + \epsilon_t$, stationarity requires that $| \rho | < 1$, whereas, if $\rho = 1$, the series is non-stationary (a random walk in this instance). The Augmented Dickey-Fuller (ADF) test uses a transform of the AR(1) representation above to accommodate and test for a non-zero mean and drift (see Fuller, 1976, p. 373):

$$\Delta x_t = \Delta x_{t-1} + \alpha + \delta x_{t-1} + \epsilon_t$$

where $\Delta x_t = x_t - x_{t-1}$, $x_t = (\rho - 1)$, $\alpha$ is a constant, and $\delta$ is a linear time trend. $\Delta$ is often set at 2. This equation generates a test statistic (the $t$-statistic for $\alpha$), which determines whether the level of $x_t$ is stationary, that is, $x_t \sim I(0)$. Clearly, if $\rho = 1$, $x_t = 0$. If $x_t < 0$, then $\rho < 1$, and the process is stable and stationary.

If $x_t$ is not integrated of zero order, then the ADF equation is transformed into second-differences, to test whether $x_t - I(1)$, that is, whether the first difference of $x_t$ is stationary.

Table 3 reports the DF (being generated by imposing appropriate zero restrictions on the ADF equation), the ADF, and the $\Phi_1$ and $\Phi_s$ test statistics for the time series outlined above, in levels and first differences (see Dickey and Fuller, 1981). The variables are all quarterly and seasonally adjusted.

<table>
<thead>
<tr>
<th>Wage Variable</th>
<th>$X_0$</th>
<th>$T$</th>
<th>$DF$</th>
<th>$ADF$</th>
<th>$\Phi_1$</th>
<th>$\Phi_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAWE</td>
<td>0(2)</td>
<td>114</td>
<td>2.23</td>
<td>-2.16</td>
<td>23.22</td>
<td>3.45</td>
</tr>
<tr>
<td>$\Delta$ LAWE</td>
<td>0(3)</td>
<td>113</td>
<td>2.44</td>
<td>-2.76</td>
<td>11.68</td>
<td>16.62</td>
</tr>
<tr>
<td>$\Delta$ CPI</td>
<td>0(2)</td>
<td>86</td>
<td>2.87</td>
<td>-2.64</td>
<td>45.61</td>
<td>5.42</td>
</tr>
<tr>
<td>$\Delta$ GUT</td>
<td>0(3)</td>
<td>85</td>
<td>3.19</td>
<td>-3.81</td>
<td>4.92</td>
<td>7.43</td>
</tr>
<tr>
<td>$\Delta$ MGT</td>
<td>0(3)</td>
<td>113</td>
<td>1.64</td>
<td>-3.22</td>
<td>3.64</td>
<td>5.46</td>
</tr>
<tr>
<td>$\Delta$ LUR</td>
<td>0(3)</td>
<td>114</td>
<td>0.76</td>
<td>-2.93</td>
<td>3.19</td>
<td>6.52</td>
</tr>
<tr>
<td>$\Delta$ UIR</td>
<td>0(3)</td>
<td>113</td>
<td>2.24</td>
<td>-6.98</td>
<td>15.85</td>
<td>23.76</td>
</tr>
<tr>
<td>$\Delta$ LAWH</td>
<td>0(3)</td>
<td>90</td>
<td>0.94</td>
<td>-1.26</td>
<td>1.10</td>
<td>1.00</td>
</tr>
<tr>
<td>$\Delta$ LAHW</td>
<td>0(3)</td>
<td>89</td>
<td>1.98</td>
<td>-1.71</td>
<td>19.82</td>
<td>25.75</td>
</tr>
<tr>
<td>LWR</td>
<td>0(3)</td>
<td>86</td>
<td>3.43</td>
<td>-0.63</td>
<td>4.34</td>
<td>4.41</td>
</tr>
<tr>
<td>$\Delta$ LWR</td>
<td>0(3)</td>
<td>85</td>
<td>2.82</td>
<td>-0.50</td>
<td>14.13</td>
<td>21.19</td>
</tr>
</tbody>
</table>

$A = \Phi_1 + \Phi_s$.

$\Delta = \epsilon_t - \epsilon_{t-1} - \epsilon_{t-2}$.
From Table 3, we can conclude that all the series are integrated of order 1, that is, \( x_t \sim I(1) \). The fact that the first differences are stationary is a common property among economic time series. All the DF and ADF test statistics confirm the conclusion, which means that, in theory, the wage and price variables in level form could constitute a cointegrating set. We test for this in the next section.

The \( \Phi_2 \) and \( \Phi_3 \) test statistics also provide valuable information regarding the joint hypotheses relating to the process being a random walk with zero mean and no drift. Table V from Dickey and Fuller (1981) provides critical values for the test statistic \( \Phi_2 \). The critical value for a sample size of 100 at the 5 per cent level is 4.88 (for \( n = 250 \), the critical \( \Phi_2 = 4.75 \)). For the variables \( LGUT \), \( LUR \), \( LH \) and \( LRD \), the joint hypothesis of a zero mean, no-drift random walk cannot be rejected. In first differences, the null can be rejected in each case.

Table VI, p. 1063 (Dickey and Fuller, 1981), provides critical values for the test statistic \( \Phi_3 \). The critical value for a sample size of 100 at the 5 per cent level is 6.49 (for \( n = 250 \), the critical \( \Phi_3 = 6.34 \)). The null of a driftless random walk cannot be rejected for all the variables. In first differences, the null is satisfactorily rejected in every case. From these tests it is fairly safe to say that all of the first-differenced series are stable and stationary autoregressive processes.

There is an interesting problem that these tests have raised with respect to their discriminatory power. It is well known that the tests have low power if \( \rho = 0.9 \) in a stable AR process. One of the variables tested was the capacity utilization variable \( LGUT \), which is constructed from national accounts data, as the difference between actual GDP and a linked-peaks measure of potential GDP. By construction, \( LGUT \) has an upper bound of unity (at the identified peaks). It is hard to imagine how the level of \( LGUT \) can be anything but stationary, having no deterministic factor affecting its moments. However, the DF and ADF tests clearly show that \( LGUT \) is \( I(1) \). This suggests that the test procedure has fairly low power for bounded time series.

### Testing for Cointegration

Having established that all the variables in the wage model are of the same order of integration, that is \( I(1) \), it is possible to test whether a linear combination of these individually non-stationary series can be found which is itself stationary. Table 4 reports the trials conducted. We should note that the DF and ADF tests are valid asymptotically and have low power in small samples. The critical values for the test statistics are from Engle and Granger (1987), and assume that \( T = 100 \), and the order of autoregression in the ADF equation is 4. The critical values (approximate as they are) for a 2-variable model: CRDW 0.368 (5 per cent) and 0.322 (10 per cent); DF -3.75 (5 per cent) and -3.03 (10 per cent); ADF -3.17 (5 per cent) and -2.84 (10 per cent). For a 3-variable model (and approximating model \( z > 3 \)): CRDW 0.367 (5 per cent), 0.368 (10 per cent); ADF -3.13 (5 per cent), -2.82 (10 per cent).

As Hall and Henry (1988, p. 63) note: "It is clear that the critical values do not change enormously as we move from a 2-variable model to a 3-variable model. Nonetheless in the application given below we will be working outside the strict limits of these tables and so we must exert caution in the interpretation of these critical values."

Our ADF regressions were of a second order, except in the case of (vi) and (ix) which used a first-order AR process, due to the insignificance of higher order terms. In cases where the higher order terms are insignificant, the DF test is probably more reliable.

The results are generally inconclusive. Non-cointegration is accepted for equations (ii), (iii), (iv), (vii), (v), (vii) and (ix). Equations (ii), (v), (vi) and (vii) reject the null using the CRDW and DF tests, although the ADF test is marginal. Only (vii) and (ix) reject the null irrespective of the test. It is also true from (i) and (ix) that the activity variable \( LGUT \) is not required for cointegration. The fact that (vii) and (ix) cointegrate is probably due to the presence of \( LH \) rather than \( LGUT \). The extremely tentative conclusion is that a subset of wage variables in the model can be cointegrative, but no long-run real wage/activity relation is suggested.

The residual vector (Z) from each of the cointegrating regressions was then combined with differences terms in an overparameterized model and a simplifying search procedure conducted. We note that a similar study by Hall and Henry (1986) wrongly used the current value of the cointegrating Z vector as their ECM, although they corrected this error in their 1988 work.

No satisfactory equation could be found with the two-step approach. The lagged (several were tried) Z vector (from each cointegration equation)
was only, at best, significant at the 10 per cent level. The diagnostics of the relevant equations were also inferior to the model presented in Section IV. The level variables in the various cointegrating equations were included in lagged form in the dynamic model but none was significant. These results indicate that there are problems with the cointegration tests.

Certainly, we are not prepared to cast aside the robustness of the model discussed in Section IV which used conventional methods to estimate the ECM representation in the face of our cointegration tests. We believe that the cointegration literature is of great conceptual importance and every effort should be made to include the tests in all dynamic models. However, as yet, the power and precision of the tests at the practical level is still low and thus doubt must exist when the results drawn from such work are to be interpreted. As Hall and Henry (1986, p. 236) suggest "... [none of] ... these interpretations has so far been given a satisfactorily rigorous foundation, however, and so the two-stage procedure must be ad hoc at this stage" (emphasis added).

We prefer to be guided by the rule regarding the use of level variables, suggested by Hendry (1986, p. 204), who refers to "Hendry and Mizon (1978) who argued for retaining such variables in econometric models which were sufficiently well specified to have white-noise residuals, and hence avoid the spurious regression problem".

VI Conclusion

The results reveal that the different eras of wage-fixing guidelines can be statistically differentiated and are robust across different specifications. Except for the third and fourth phases of the guidelines (IP3, IP4) which signalled the end of centralized wage fixation in 1981, incomes policy successfully imposed a negative trend on the growth of real earnings, which was consistent with prevailing policy objectives.

There is no evidence of catch-up over the period after IP4 and prior to the wages pause. The behaviour of money and real wages over this period is consistent with the previous era of decentralized wage determination. Even over the period of the Accord, during which the unemployment rate fell from 10.1 per cent (1983:3) to 7 per cent (1988:3), real wages declined.

While our results provide evidence of real wage resistance and inertia in the growth of real weekly earnings in periods when the guidelines were not imposed, significant flexibility in macroeconomic wage outcomes is apparent when the guidelines are operating. Although this finding concurs with other studies (Crombie et al., 1983), we would trace the source of flexibility to the guidelines themselves rather than appealing to conventional aggregate labour market pressure explanations.

The second important finding of this paper is that, in accord with Gregory, Dawkins and Wooden in Australia and Arestis, Wadhwani and

Henry and Ormerod in Britain, aggregate money wage outcomes are not determined by conventional market forces. The existence of a conventional Phillips curve relating inflation to unemployment is not supported. The annual growth of real weekly earnings is largely independent of conventional excess demand proxies and is strongly influenced by the prevailing institutional arrangements for wage fixing. The results support the work on wage determination which highlights the role of comparison and patterns of adjustment.

The pressure variable enters the simplified representation in a difference form which suggests that there is not a steady state or natural rate of unemployment. Indeed, the hysteresis property of the Australian wage equation is based on a firm-based measure of pressure rather than an aggregate labour market measure.

The change in capacity utilization contributes to the determination of aggregate wage inflation. This suggests that, because capacity utilization and profitability are highly correlated (using national accounts data reveals that the correlation between gross and net rates of return in all industries and GUT is approximately 0.79), the capacity to pay on the part of firms influences wage outcomes. Thus, following a recession, capacity utilization and profitability may improve as the firm structures and higher wage outcomes may coexist with high unemployment (see Gregory, 1985, pp. 333-334).

The presence of hysteresis rather than a natural rate of capacity utilization suggests that, even under endogenous and instantaneous price adjustment, stimulatory policy will cause a higher but stable rate of money wage and price inflation rather than an ever-increasing rate which is associated with the expectations augmented Phillips curve. These tentative results point to the inappropriateness of counter inflationary policy based on deflationary monetary and fiscal policy. Conversely, from a steady-state configuration, an ongoing fall in inflation requires continuous declines in capacity utilization.

Appendix A

Under the homogeneity restriction, (1.2) can be written in the general form

$$
\Delta_t AWE = c_0 + IP_t + c_1 \Delta_t AWE(-1) + (1 - c_1) A_t CPI(-2) + c_2 \Delta_t A_t CPI + c_3 \Delta_t RW(-4) + c_4 \Delta_t GUT
$$

(A.1)

Substituting for the inflation terms using (4), yields

$$
\Delta_t AWE = (c_0 - c_1) \Delta_t AWE(-1) + (1 - c_1) A_t AWE(-2) + c_2 \Delta_t GUT(1 - c_2) + \Delta_t A_t GUT k = 0
$$

(A.2)

since k satisfies $c_2 + IP_t + (1 - c_1 - c_2) k = 0$.

Deleting the term in $\Delta_t GUT$ term yields a soluble difference equation in $\Delta_t AWE$ which is readily solved for the initial conditions.
$\Delta_{t} 4W_{t}(0) = \Delta_{t} 4W_{t}^{*}$

$\Delta_{t} 4W_{t}(1) = \Delta_{t} 4W_{t}^{*} + (c_{1} - c_{2}) \Delta_{t} G U T$  (A.3)

as

$\Delta_{t} 4W_{t} = \Delta_{t} 4W_{t}^{*} + (c_{1} \Delta_{t} G U T / (2 - c_{1} - c_{2})) (1 - [(c_{1} - 1) / (2 - c_{1} - c_{2})])$  (A.4)

Since $c_{1} > c_{2}$ the long-run steady state increase in average weekly earnings following an increase in capacity utilization is

$\Delta_{t} 4W_{t}^{*} = c_{1} \Delta_{t} G U T / (2 - c_{1} - c_{2})$  (A.5)

**Data Appendix**

All variables are obtained from the ABS NH-D database, September 1988 [1966(3)–1988(3)]. The variables employed and their respective codes, in brackets, are as follows:

- $4W$: average weekly earnings of non-farm wage and salary earners (WARS).
- $CPI$: consumer price index weighted average of $N$ capital cities (P2P).
- $U$: total unemployment rate (UN).
- $G U T$: capacity utilization (GUT).
- $N W H$: average weekly hours of wage and salary earners (WARS).
- $V A C$: total job vacancies (VAC).
- $O T$: overtime per employee (OT).
- $L F$: total civilian labour force (LFL).

In the estimated equations, all variables are expressed in logarithms and

$\Delta_{t} x = x_{t} - x_{t-1}$

$\Delta_{t}^{2} x = \Delta_{t} \Delta_{t} x = x_{t} - 2 x_{t-1} + x_{t-2}$

$\Delta_{t}^{3} x = \Delta_{t} \Delta_{t}^{2} x = x_{t} - 3 x_{t-1} + 3 x_{t-2} - x_{t-3}$

$\Delta_{t}^{4} x = \Delta_{t} \Delta_{t}^{3} x = x_{t} - 4 x_{t-1} + 6 x_{t-2} - 4 x_{t-3} + x_{t-4}$
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